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Summary 
 
Expert systems, also called knowledge-based systems or knowledge systems, are 
computer systems characterized by the fact that an explicit distinction is made between 
a part in which knowledge of a problem domain is represented, and a part which 
manipulates that knowledge to reason about or solve an actual problem using problem 
data. Both the type of knowledge used in solving the problem and the nature of the 
problem-solving methods used determine which problems can be solved.  
 
The knowledge represented in a knowledge base is formal in nature, and is the result of 
modeling essential features of the domain for the problem at hand. The incorporated 
knowledge may be acquired from domain experts, literature or datasets. Designing an 
expert system usually involves using methodologies for knowledge acquisition, 
modeling and evaluation.  
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1. Introduction 
 
In this section, the field of expert systems is introduced and defined. Furthermore, two 
early examples of expert systems are discussed.  
 
1.1 Definition of the Field 
 
The phrase knowledge-based system, or knowledge system, is generally employed to 
denote information systems in which some symbolic representation of human 
knowledge of a domain is applied, usually in a way resembling human reasoning, to 
solve actual problems in the domain. Examples of problem domains include trouble 
shooting of equipment, medical diagnosis, financial advice, product design and so on. 
As this knowledge is often derived from experts in a particular field, and early 
knowledge-based systems were actually developed in close collaboration with experts, 
the term expert system was the term used in the early days to refer to these systems. 
Knowledge, however, can also be extracted from literature or from a datasets by using 
machine-learning methods. Moreover, not all domains of specific expert systems may 
be viewed as specialists’ fields. As a consequence, some people prefer to make a 
distinction between expert systems and knowledge-based systems - in their view the 
latter are more general than the former as the former should always concern a 
specialist’s field. In this chapter such a distinction will not be made as the techniques 
used in knowledge-based systems and the ones used in building expert systems are 
identical. Hence, the terms ‘expert system’ and ‘knowledge-based system’ will be used 
interchangingly.  
 
Present generation expert systems are capable of dealing with restricted problem 
domains. Gathering, maintaining and updating the incorporated knowledge taking into 
account its associated context, such as working environment, organization and field of 
expertise belongs to an area referred to as knowledge management. The art of 
developing an expert system is called knowledge engineering, when there is emphasis 
on the pragmatic engineering aspects, or knowledge modeling, when development of 
domain models is emphasized. The latter is strictly speaking part of the former. The 
process of collecting and analyzing knowledge in a problem domain is called knowledge 
acquisition, or knowledge elicitation when the knowledge is gathered from interviews 
with experts, normally using interview techniques as developed by psychologists.  
 
1.2 Origin and Evolution 
 
One of the first systems with which the phrase expert system has been associated, is 
Heuristic DENDRAL. The DENDRAL project commenced in 1965 at Stanford 
University. The system was developed by J. Lederberg, an organic chemist (and Nobel 
prize winner in chemistry), in conjunction with E.A. Feigenbaum and B.G. Buchanan, 
both well-known research scientists in artificial intelligence at the time. The Heuristic 
DENDRAL system offered assistance in the field of organic chemistry in determining 
the structural formula of a chemical compound that has been isolated from a given 
sample. In determining a structural formula, information concerning the chemical 
formula, such as C4 H9OH for butanol, and the source the compound has been taken 
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from, is used as well as information that has been obtained by subjecting the compound 
to physical, chemical and spectrometric tests.  
 
The original DENDRAL algorithm was developed by J. Lederberg for generating all 
possible isomers of a chemical compound. Heuristic DENDRAL contains a subsystem, 
the so-called Structure Generator, which implements the DENDRAL algorithm, but in 
addition incorporates various heuristic constraints on possible structures, thus reducing 
the number of alternatives to be considered by the remainder of the system. Heuristic 
DENDRAL helps in interpreting the patterns in a spectrogram. It contains a 
considerable amount of chemical knowledge to do so. To this end, another subsystem of 
Heuristic DENDRAL, called the Predictor, suggests expected mass spectrograms for 
each molecular structure generated by the Structure Generator. Each expected mass 
spectrogram is then tested against the mass spectrogram observed using some measure 
of similarity for comparison; this has been implemented in the last part of the system, 
the Evaluation Function. Usually, more than one molecular structure matches the 
pattern found in the spectrogram. Therefore, the system usually produces more than one 
answer, ordered by the amount of evidence favoring them.  
 
The best-known expert system of this early period of the field is MYCIN, a system 
developed by E.H. Shortliffe when at Stanford University at the end of the 1970s. The 
MYCIN system was capable of assisting physicians in the diagnosis and treatment of 
some infectious diseases, in particular meningitis and bacterial septicemia. When a 
patient shows the signs of such a disease, a culture of blood and urine is made in order 
to determine which bacterium species caused the infection. Usually, it takes 24 to 48 
hours before the laboratory results are known. Often, however, the physician cannot 
wait that long before starting treatment, since otherwise the disease will progress and 
actually cause the death of the patient. MYCIN gives an interim indication of the 
organisms most likely responsible for the patient’s disease on the basis of the (possibly 
incomplete and inexact) patient data available to the system. Given this indication, 
MYCIN advises on the administration of appropriate drugs to control the infection. 
Again, the system was only capable of doing so by drawing upon a considerable body of 
formalized expert knowledge in infectious disease. The MYCIN system clearly left its 
mark on the expert systems that have been developed since. Even today, this expert 
system and its derivatives are a source of inspiration for expert system researchers.  
 
2. Expert System Principles 
 
As an expert system is a software system, the structure of expert systems can be 
described and understood in terms of the components of which such systems consist, as 
well as in terms of the interchange of information between these components. This is 
called an architecture. These software issues are summarized in Section 2.1. Section 
2.2. pays attention to expert systems as programs solving particular types of problem.  
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Figure 1: Global architecture of an expert system 
 

2.1 Expert System Architecture 
 
In the early years, expert systems were written in a high-level programming language, 
usually in LISP. However, using such a programming language as an expert system 
building tool, demands disproportionate attention to the implementational aspects of the 
system unrelated to the problem domain. Moreover, the expert knowledge of the domain 
and the algorithms for applying this knowledge will become densely interwoven. This 
leads to systems that, once constructed, are practically not adaptable to changing views 
about the domain of concern. Expert knowledge, however, is dynamic: knowledge and 
experience are continuously changing, requiring modifications of the corresponding 
expert system. Attempts to solve this problem led to the view that the domain 
knowledge and algorithms for applying this knowledge should be separated explicitly. 
This principle constitutes the paradigm of today’s expert system design:  
 
expert system = knowledge + problem-solving methods. 
 
Accordingly today’s expert systems typically have two basic components as shown in 
Figure 1:  
 

 A knowledge base that captures the domain-specific knowledge, and 
 An inference engine that consists of algorithms for manipulating the knowledge 

represented in the knowledge base to solve a problem presented to the system. 
 
In addition, an expert system may contain facilities to explain, illustrate or offer 
documentation for its reasoning steps, often called explanation facilities. During the 
development of a system it might be worthwhile to trace the reasoning behavior in more 
detail, which is provided by a trace facility. The capabilities of an inference engine are 
typically used to implement particular problem-solving methods, for example methods 
to solve diagnostic problems. 
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Modern expert systems are rarely written in a high-level programming language. 
Instead, they are built in a special software environment, known under various names 
like expert system shells, expert-system builder tools, or knowledge-based system 
toolkit. An early example of such an environment is EMYCIN (Essential MYCIN), a 
system that emerged from MYCIN by stripping it of its knowledge concerning 
infectious disease. Other, more recent examples, include CLIPS, JESS, AION-DS. Also 
the PROLOG programming language is eminently suitable to implement expert 
systems.  
 
Every expert system shell or builder tool offers a formal language, called a knowledge-
representation formalism, for encoding the domain knowledge in the knowledge base. 
Furthermore, they provide one or more inference engines that are capable of 
manipulating knowledge that is represented in the formalism. The developer of an 
expert system is therefore shielded from most of the system’s algorithmic aspects; only 
the domain-specific knowledge has to be provided and expressed in the knowledge-
representation formalism, whereas the reasoning as offered by the tool may need to be 
tailored to the type of problem solving required. Note that several advantages arise from 
the property that a knowledge base can be developed separately from the inference 
engine. A knowledge base can be developed and refined stepwise. Errors and 
inadequacies can be easily remedied without making changes to the program text 
necessary. Furthermore, an expert-system builder tool can be used to develop expert 
systems for different problem domains, which may save in development time and costs.  
 
2.2 Problem-solving Methods 
 
As said above, the inference engine of an expert system shell is normally customized to 
obtain more specific problem-solving methods. An example is a diagnostic method that 
is able to use causal knowledge about the relationship between causes and the 
associated effects to explain observed malfunction of a device in terms of possible 
causes of that malfunction. Sometimes the same problem can be solved in different 
ways, using different types of knowledge and different methods. For example, the faults 
of a device can also be diagnosed by using expert knowledge saying that a particular 
combination of findings is typical for the occurrence of a particular fault. In this case, 
so-called heuristic associations rather than causal knowledge is used to diagnose 
malfunction. More about this will be said below where the formal properties of some 
methods will be examined. Typical examples of problems for which specific methods 
have been developed are:  
 

 diagnosis 
 prediction 
 planning and scheduling 
 design 
 decision making 

 
3. Knowledge Representation and Inference 
 
Key issues for the suitability of any expert-system builder tool are the features it offers 
to model particular problem domains. In particular the knowledge-representation 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

ARTIFICIAL INTELLIGENCE – Expert Systems - Peter Lucas 

©Encyclopedia of Life Support Systems (EOLSS) 

 

formalism and the types of reasoning supported are of major importance. Logic, 
probability theory and decision theory are sufficiently general to permit describing the 
nature of knowledge representation, inference and problem solving without having to 
resort to special-purpose languages.  
 
3.1 Logic Representation and Reasoning 
 
Expert systems usually offer a number of different ways to represent knowledge in a 
domain, and to reason with this knowledge automatically to derive conclusions. 
Although the languages offered by actual systems and tools may differ in a number of 
ways, there are also many similarities. The aspects that the languages have in common 
can be best understood in terms of a logical representation, as accomplished below. The 
role and place of logic in artificial intelligence is discussed in more detail in Artificial 
Intelligence: Definition, Trends, Techniques, and Cases: Section 1.4, and in Logic in AI.  
 
3.1.1. Horn-clause Logic 
 
A Horn clause or rule is a logical implication of the following form 

( )( )1 m 1 nx x A A B∀ ∀ ∧ ∧ →       (1) 
 
where iA ,  B  are literals of the form ( )1 qP t , , t… , i.e. without a negation sign, 

representing a relationship P  between terms kt , which may involve one or more 
universally quantified variables jx , constants and terms involving function symbols. As 
all variables in rules are assumed to universally quantified, the universal quantifiers are 
often omitted if this does not give rise to confusion. If n 0= , then the clause consists 
only of a conclusion, which may be taken as a fact. If, on the other hand, the conclusion 
B  is empty, indicated by ⊥ , the rule is also called a query. If the conditions of a query 
are satisfied, this will give rise to a contradiction or inconsistency, denoted by ⊥ , as the 
conclusion is empty. So, an empty clause means actually inconsistency.  
 
A popular method to reason with clauses, and Horn clauses in particular, is resolution. 
Let R  be a set of rules not containing queries, and let ( )1 nQ A A≡ ∧ ∧ →⊥  be a 
query, then  
 

{ }Q∪ ⊥R  
 
where  means the application of resolution, implies that the conditions  
 

( )1 m 1 nx x A A∀ ∀ ∧ ∧  
 
are not all satisfied. Since resolution is a sound inference rule, meaning that it respects 
the logical meaning of clauses, it also holds that { }Q∪ ⊥R , or equivalently  
 

( )1 m 1 nx x A A∃ ∃ ∧ ∧R  



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

ARTIFICIAL INTELLIGENCE – Expert Systems - Peter Lucas 

©Encyclopedia of Life Support Systems (EOLSS) 

 

if R  only consists of Horn clauses. This last interpretation explains why deriving 
inconsistency is normally not really the goal of using resolution; rather, the purpose is to 
derive certain facts. Since resolution is only complete for deriving inconsistency, called 
refutation completeness, it is only safe to ‘derive’ knowledge in this indirect manner. 
There exist other reasoning methods which do not have this limitation. However, 
resolution is a simple method that is understood in considerable depth. As a 
consequence, state-of-the-art resolution-based reasoners are very efficient. Resolution 
can also be used with clauses in general, which are logical expressions of the form  
 
( ) ( )1 n 1 mA A B B∧ ∧ → ∨ ∨   
 
usually represented as:  
 

1 n 1 mA A B B¬ ∨ ∨ ¬ ∨ ∨ ∨  
 
where all variables are again assumed to be universally quantified.  
Rules of the form (1) are particularly popular as the reasoning with propositional Horn 
clauses is known to be possible in linear time, whereas reasoning with propositions or 
clauses in general (where the right-hand side consists of disjunctions of literals) is 
known to be NP complete, i.e. may require time exponential in the size of the clauses. 
Note that allowing negative literals at the left-hand site of a rule is equivalent to having 
disjunctions at the right-hand side. Using a logical language that is more expressive than 
Horn-clause logic is sometimes unavoidable, and special techniques have been 
introduced to deal with their additional power.  
 
Let KB be a knowledge base consisting of a set (conjunction) of rules, and let F  be a set 
of facts observed for a particular problem P , then there are generally three ways in 
which a problem can be solved, yielding different types of solutions. Let P  be a 
problem, then there are different classes of solutions to this problem: 
 
• Deductive solution: S  is a deductive solution of a problem P  with associated 
set of observed findings F  if  
 
KB F S∪         (2) 
 
and KB F∪ ⊥ , where S  is a set of solution formulae. 
 
• Abductive/inductive solution: S  is an abductive solution of a problem P  with 
associated set of observed findings F  if the following covering condition  
 
KB S K F∪ ∪        (3) 
 
is satisfied, where K  stands for contextual knowledge. In addition, it must hold that 
KB S C∪ ∪ ⊥  (consistency condition), where C  is a set of logical constraints on 
solutions. For the abductive case, it is assumed that the knowledge base KB contains a 
logical representation of causal knowledge and S  consists of facts; for the inductive 
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case, KB consists of background facts and rules, and S , called an inductive solution, 
consists of rules. 
 
• Consistency-based solution: S  is a consistency-based solution of a problem P  
with associated set of observed findings F  if 
 
 KB S F∪ ∪ ⊥       (4) 
 
Note that a deductive solution is a consistent conclusion that follows from a knowledge 
base KB and a set of facts, whereas an abductive solution acts as a hypothesis that 
explains observed facts in terms of causal knowledge, i.e. cause-effect relationships. An 
inductive solution also explains observed facts, but in terms of any other type of 
knowledge. A consistency-based solution is the weakest kind of solution, as it is neither 
required to be concluded nor is it required to explain observed findings.  
 
- 
- 
- 
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