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Summary 

The analysis of relationships is one of the most important tasks of human civilization. 
By learning how certain phenomena depend on others we understand our world and try 
to predict the consequences of our actions. The majority of such relationships we 
learned are based on empirical observations or need to be verified by observations, 
measurements or experiments. If random influences play little or no role the study of 
relationships is often relatively easy. On the other hand, if random effects play a role, 
the study of discovering relationships often requires a careful statistical analysis of the 
underlying data. Regression analysis includes such careful statistical methods for 
analyzing how one or more variables (the so-called independent variables, predictor 
variables or regressors) affect other variables (the so-called dependent variables or 
response variables). 

1. Simple Regression 

The general model of regression analysis which we consider in the following is a 
generalization of the simple regression, that means the description of observations 
(measurements) yi (i = 1, … , n) of the dependent linear variable y by function values 

( )
0 1

ixα α+  of an independent variable x for x = x(1), …, x(n) and random effects ei (i = 
1, …, n). Thus we hypothesize that we had a set of relationships of the form: 
 

( )
0 1

i
i iy x eα α= + +   (1) 
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( )0 1,α α ∈ R , where i = 1, …, n (n - number of observation (measurement) points). 
Equation (1) is called an (empirical) regression model. 
 
Using a stochastic standard formulation a simple regression model is given by a set of n 
random variables Yi of the form 
 

( )
0 1

i
i iY x Eα α= + +    (2) 

 
with random errors Ei (i = 1, …, n), for which the expectations (mean values) are 
 

( ) 0iE =    E  (3)  
 
and for the variances 
 

( ) ( )2var 0iE σ= >      (4) 
 
hold. Here, (3), (4) mean, that the underlying data can be fitted by a straight line with 
"pure" random errors of constant variance. 
 
A measure of fit is 
 

( ) ( )( )2

0 1 0 1
1

,
n i

i
i

S Y xα α α α
=

= − −∑  (5) 

 
the so-called residual. Obviously the smaller the residual ( )0 1,S α α  the better is the 
fit. 
 
In this sense the best estimates 0α̂  and 1α̂  of the unknown parameters α0 and α1 are the 
solutions of 
 

( )
0 1

0 1 ,
, min .S

α α
α α

∈
→      

R
 (6) 

 
This is a classical problem. Since the partial derivatives of ( )0 1,S α α  with respect to 
α0 and α1 are 
 

( ) ( )( )0 1
0 1

10

,
2

n i
i

i

S
Y x

α α
α α

α =

∂
= − − −    

∂
∑  (7) 

 
and 
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( ) ( )( ) ( )20 1
0 1

11

,
2

n i i
i

i

S
Y x x

α α
α α

α =

∂
= − − −

∂
∑  (8) 

 
one obtains the so-called least squares estimates 0α̂ , 1α̂  with 

0 1ˆ ˆY xα α• •= −    (9) 
 

( )

( )( )
1

1 2

1

ˆ

n i
i

i
n i

i

x Y nx Y

x x
α

• •

•

=

=

−
=     

−

∑

∑
 (10) 

 
by setting 
 

( )

1

1 n i

i
x x

n•
=

=       ∑  (11) 

 
and 
 

1

1 n

i
i

Y Y
n•

=
=     ∑   (12) 

 

if there exist at least two different values ( ) ( ) ,i ix x i i′ ′≠ ≠ , for the independent 
variable x. 
 
These estimates 0α̂ , 1α̂  are unbiased, that means 
 

( ) ( )0 0 1 1ˆ ˆandα α α α= =   E E  (13) 
 
Moreover, 
 

( )

( )( )

( )
( )( ) ( )

( )( )

0 12

2

0 1
1

2

2 1
2

1

1

ˆ ˆ,
ˆ

2

ˆ ˆ

2

1
2

n i
i

i

n i
in

i
i n ii

i

S
n

Y x

n

x x Y Y
Y Y

n x x

α α
σ

α α

• •

•

•

=

=

=

=

=
−

− −
=

−
⎧ ⎫⎡ ⎤
⎪ ⎪− −⎢ ⎥⎪ ⎪⎣ ⎦= − −   ⎨ ⎬− ⎪ ⎪−
⎪ ⎪
⎩ ⎭

∑

∑
∑

∑

 (14) 
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is an unbiased estimator of σ2 (i.e. ( ) 2σ̂ σ=2E ). 

As noted above, when one has a good fit of the data the residuals (5) are small. Thus 
one can express the quality of fit by the sum of squares 
 

( )( )22
0 1

1 1
ˆ ˆ

n n i
i i

i i
E Y xα α

= =
= − −  ∑ ∑  (15) 

 
However, this term is dependent on the units in which the dependent variables Yi(i = 1, 
…, n) are measured. Thus, if α0 ≠ 0, a suitable measure of fit is 
 

( )

( )( )
( )

22
0 1

2 1 1
2 2

1 1

ˆ ˆ
1 1

n n i
i i

i i
n n

i i
i i

E Y x
R

Y Y Y Y

α α

• •

= =

= =

− −
= − = −        

− −

∑ ∑

∑ ∑
 (16) 

- 
- 
- 
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