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Summary 
 
The development of econometric methods has proceeded at an unprecedented rate over 
the last forty years, spurred along by advances in computing, econometric theory and 
the availability of richer data sets. The aim of this chapter is to provide a survey of 
econometric methods. We present an overview of those econometric methods and 
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models that we believe to be most useful to an applied economist. Further, we 
distinguish between econometric methods, which are statistical estimation techniques 
and econometric models to which estimation methods are applied. 
 
1. Introduction 
 
Econometric analysis is used to develop, estimate and evaluate models which relate 
economic or financial variables. An applied economic study usually proceeds in the 
following way: 
 

 Statement of theory or hypothesis. This step requires economic expertise. 
 Specification of the econometric model to test the theory: linear or non-linear, 

univariate or multivariate, single or multiple equations; 
 Estimation of the parameters of the chosen model: parametric or non-parametric, 

Classical or Bayesian estimation. 
 Evaluation: diagnostic tests, ex-post forecasting, simulations.  
 The model is the ready for control, forecasting or policy purposes. 

 
Econometric methods guide the applied economist through those steps. The 
development of econometric methods has proceeded at an unprecedented rate over the 
last forty years, spurred along by advances in computing, econometric theory and the 
availability of richer data sets. The aim of this chapter is to provide a survey of 
econometric methods, although we acknowledge at the outset that it is impossible to 
overview all available econometric methods in one chapter. Volumes have been written 
on the subject. We have therefore elected to present an overview of those econometric 
methods and models that we believe to be most useful to an applied economist. Further, 
we distinguish between econometric methods, which are statistical estimation 
techniques and econometric models to which estimation methods are applied.  
 
We start this chapter by presenting in Section 2 an overview of the linear regression 
model, the least squares estimation technique, properties of the least squares estimators 
and problems associated with the least squares approach. Section 3 introduces the 
Maximum Likelihood Estimator, which is still one of the most commonly used 
estimation methods. The Generalized Method of Moments approach is introduced in 
section 4. The second part of the chapter focuses on econometric models and 
applications of these three estimation methods. Section 5 is devoted to time series 
models. We study both univariate and multivariate models. Simultaneous equation 
models and time-varying variance (GARCH) models are also considered in this section. 
Panel data models are the subject of Section 6. Panel Data is a very active area of 
econometrics with longer longitudinal surveys becoming available in 
microeconometrics. In this section, we also consider panel data models with non-
stationary time series. Section 7 looks at limited dependent variables models. Section 9 
concludes. 
 
This overview is necessarily brief and selective. We give further references for the 
interested reader in the text. 
 
2. Least Squares Estimation 



UNESCO – 
EOLS

S

SAMPLE
 C

HAPTERS

MATHEMATICAL MODELS IN ECONOMICS – Vol. I - Econometric Methods - Roselyne Joyeux and George Milunovich 
 

©Encyclopedia of Life Support Systems (EOLSS) 
 

 
Economic theory usually suggests some relationship between a random variable y in 
terms of some other explanatory random variables x1,…,xk. Although the joint 
probability function ( )1, ,..., |nf y x x θ  fully characterises this set of variables, we are 
often interested in one particular factorisation of the joint density given by: 
 
( ) ( ) ( )1 1 1, ,..., | ,..., | | ,..., ,n n nf y x x f x x g y x x= ⋅θ α β . 

 
where the parameter vector θ  is partitioned into [ ],α β  and α  is a vector of parameters 
associated with the conditional distribution of y while β collects parameters of the joint 
density of the explanatory variables 1,..., kx x . Provided that the process generating the 
explanatory variables takes place outside the conditional density of y, i.e.  and α β do not 
share common elements and no restrictions link them, the conditional probability 
density ( )1| ,..., ,nf y x x β  can be analysed in isolation from the marginal density of the 

explanatory variables ( )1,..., |ng x x α . This is important because in many economic 
applications it is the conditional distribution of the dependent variable that is of primary 
interest, and in particular the conditional mean ( )1| ,..., nE y x x  and more recently 

conditional variance ( )1| ,... nVar y x x  equations. In most cases the conditional mean 
equation is specified as a linear function in (unknown) parameters β  although various 
non-linear specifications are becoming common.  
 
For example the dependent variable could be an individual’s weekly earnings, and the 
explanatory variables could be education, work experience, age, etc…  The economic 
theory is often assumed to be well approximated by a linear model written as: 
 

εβββ ++++= kk x...xy 110  (1) 
 
where ε is a random error term assumed to pick up all other factors not included in the 
x’s. It is typically different from 0 because: 
 

 there are variables left out; 
 unpredictable nature of human behaviour; 
 errors of measurement. 

 
The Least Squares (LS) estimation technique chooses the parameters which minimize 

the sum of the squared error terms ∑
=

T

t
t

1

2ε  (assuming we have T observations). It does not 

require any additional assumption beside linearity of the model. It is easy to show that 
the solution to this minimization problem gives the following k+1 equations: 
 

( )∑ =−−−−
=

T

t
tiktt xˆ...xˆˆy

T 1
110 01 βββ  (2) 
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( )∑ =−−−−
=

T

t
ktkttt xˆ...xˆˆyx

T 1
1101 01 βββ  (3) 

….  
 

( )∑ =−−−−
=

T

t
ktkttkt xˆ...xˆˆyx

T 1
110 01 βββ  (4) 

 
To show that the least squares estimators have desirable statistical properties it is 
however necessary to make the following assumptions. 
 
Assumption 1: the model is linear in the parameters and is correctly specified. 
Assumption 2: 01 == )(E)x,...,x|(E k εε  
 
This means that ε  is uncorrelated with the explanatory variables. 
 
Assumption 3: the variance of ε is constant and the ε’s are uncorrelated across 
observations. 
Assumption 4: there are no exact linear relationships among the explanatory variables. 
The model can be broken into two parts: 
 

 The part of y which is explained by the model: 
 
                     kkk x...x)x,...,x|y(E βββ +++= 1101  
 

 The part of y which is left unexplained: 
 
                     )x...x(y)x,...,x|y(Ey kkk βββε +++−=−= 1101  
 
Under assumptions 1 through 4, it can be shown that the least squares estimators have 
minimum variance among all linear unbiased estimators. The least squares estimators 
are said to be best linear unbiased estimators (BLUE). 
 
The sampling distribution of an estimator as T tends to infinity is its asymptotic 
distribution. An estimator is said to be asymptotically unbiased if the mean of its 
asymptotic distribution is equal to the true value of the parameter. An estimator is 
consistent if the probability that the estimator takes on a value close to the true value 
goes to 1 as the number of observations T goes to infinity. 
 
Under assumptions 1-4 the least squares estimators are consistent.  
 
If we add the assumption that tε  is normally distributed then the least squares 
estimators are also normally distributed. Statistical inference on the parameters can then 
be conducted.  
 
These assumptions might fail for many reasons: 
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 Assumption 1: there might be omitted relevant or included irrelevant variables 
or the model might be non-linear; 

 Assumption 2 : the explanatory variables might be endogenous; there might be 
omitted relevant variables which are correlated with the included ones; 

 Assumption 3: heteroskedasticity or autocorrelation might be present. 
 Assumption 4: multicollinearity might be a problem. 

 
If assumption 3, ( ) 22 σε =tE , is violated  the error terms are said to be heteroskedastic. 
If heteroskedasticity is present, the least squares estimators are unbiased and linear but 
are not minimum variance among all unbiased estimators. Better estimators can be 
found by taking into account the heteroskedasticity. The usual least squares standard 
errors are not consistent estimates of the true variances. White’s (1980) 
heteroskedasticity-consistent covariance matrix estimator has to be used in this case.  
 
The second part of assumption 3 is the assumption of no autocorrelation:  

st,),cov( st ≠= 0εε . In the presence of autocorrelation the least squares estimators are 
still linear unbiased estimators, but they are not minimum variance. As was the case for 
heteroskedasticity the usual least squares standard errors are incorrect in the presence of 
autocorrelation. Newey and West (1987b) propose a heteroskedasticity and 
autocorrelation-consistent covariance matrix estimator which generalises White’s 
estimator.  
 
In the following two sections of this chapter we consider two other estimation methods: 
 

 Maximum likelihood; 
 Generalized method of moments. 

 
These two estimation techniques have the advantage over the least squares technique 
that heteroskedasticity and autocorrelation can be dealt with more directly in a more 
unified framework. They can also be applied when the model is non-linear. 
 
We shall see in what follows that the three estimation methods considered in this 
chapter all give the same solution for linear models with normally distributed error 
terms. 
 
3. Maximum Likelihood  
 
3.1. Estimation 
 
Maximum Likelihood Estimation (MLE) approach involves forming an assumption 
about the underlying probability distribution function (pdf) that generates the observed 
data set, and then estimating parameters of the assumed distribution. Although there are 
many cases, especially in financial applications, where it may seem inappropriate to 
assume knowledge of the underlying pdf, White (1982) has been shown that for 
correctly specified moment equations the maximum likelihood estimator, now 
interpreted as Quasi Maximum Likelihood Estimator (QMLE), is consistent. In other 
words, as long as conditional moments (e.g. mean and/or variance equations) are 
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correctly specified  QMLE will produce estimates that converge to their true parameter 
values as the sample size increases, although less efficiently than if the correct 
likelihood function had been used.  
 
To illustrate the maximum likelihood approach we consider the previously specified 
linear model now written in the vector notation: 
 

'
t t ty ε= +x β  (5) 

 
where β  is an ( )1 1k⎡ ⎤+ ×⎣ ⎦  vector of unknown parameters, tx is an ( )1 1k⎡ ⎤+ ×⎣ ⎦  vector 

of explanatory variables and tε  is a white noise process with zero mean and variance 

2σ . The parameters of interest can then be grouped into a ( )( 2) 1k + ×  vector 2σ

⎛ ⎞
= ⎜ ⎟⎜ ⎟
⎝ ⎠

β
θ .  

 
The maximum likelihood estimation approach typically involves two steps:  
 

 Specification of a probability distribution for tε . 
 Computation and maximisation of the likelihood function. 

 
The joint pdf of the observed sample takes the following form: 
 
( ) ( ) ( )

( )

2 2 2
1 1

2

1

,......, | , , | , , | , ,

| , , .

T T

T

t
t

f y y f y f y

f y

σ σ σ

σ
=

=

=∏

x β x β x β

x β

"
 (6) 

 
In practice, tε  is generally assumed to be Gaussian white noise (Hamilton, 1994, p. 
117), although other pdfs (e.g. t-distribution, general error distribution, etc…) are seen 
in the literature. Assuming normality 
 

( )2,0...~ σε Ndiit  (7) 
 
and after a change of variable the conditional likelihood function of ty can be written as  
 

( ) ( ) ( )2'1
2 2 2

1 21
,......, | , , 2 exp .

2

T t t
T

t

y
f y y σ πσ

σ

−

=

⎛ ⎞−⎜ ⎟
= −∏ ⎜ ⎟

⎜ ⎟
⎝ ⎠

x β
x β  (8) 

 
The maximum likelihood estimate of θ  is found by maximising the above function, 
which is often interpreted as the probability of observing the realised data sample. In 
practice we often take logs of the likelihood function in order to simplify algebraic 
manipulations: 
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( ) ( ) ( )2'
2

2
1

ln 2
2 2

T
t t

t

yTL πσ
σ=

⎛ ⎞−⎜ ⎟= − −
⎜ ⎟
⎝ ⎠

∑
x β

θ  (9) 

 
where ( )L θ  is now known as the log-likelihood function.  
 
Maximization of the log-likelihood function involves differentiating ( )L θ  with respect 

to the parameters of interest ( )θ and setting each of the resulting equations to zero. 
Although, in some instances, it may be possible to find a closed form solution to the 
resultant system of equations, e.g. in the case of a linear regression model, in more 
complicated situations there are no closed form solutions and ( )L θ  must be maximized 
numerically. In either case, the outcome of maximizing equation (9) results in a 
maximum likelihood estimate vector θ̂  based on a Gaussian likelihood function.  
 
In time series analysis, a distinction is made between conditional and exact likelihood 
functions. The difference is based on the treatment of the first p observations, where p is 
the number of dependent variable lags specified in the model (e.g. in an autoregressive 
model of order two, AR(2), p = 2). The conditional likelihood function assumes that the 
first p lags are fixed, that is the likelihood function of the remaining sample is specified 
conditional on the first p observations, which are in turn set to either their realized or 
expected values. The exact likelihood function (see Hamilton, 1994, Ch 5 for details), 
on the other hand, is a product of probability densities of all observations, including the 
first p lags. Since it is impossible to model the first p observations using a conditional 
model (i.e. there is no data to condition the first p observations on in an AR(p) model) 
an unconditional pdf is specified for the initial p observations. When the sample size T 
is large, the difference between the two approaches is small. 
 
3.2. Statistical Inference Using the Maximum Likelihood Approach 
 
Results presented here assume that data is strictly stationary and that parameters of 
interest ( )θ do not fall on the boundary of the allowable parameter space. Given these 

conditions, and in large samples, the MLE estimate vector θ̂  is approximately normally 
distributed with: 
 

( )1ˆ ,N −≈ ℑθ θ  (10) 
 
where the covariance matrix is given by the inverse of the information matrix. 
Generally, there are two alternative approaches to calculating the information matrix. 
The first approach evaluates the second derivative of the likelihood function at the 
estimated parameter vector θ̂ : 
 

( )2

2
ˆ

 .
'D

L

=

∂
ℑ = −

∂ ∂
θ θ

θ
θ θ

 (11) 
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Alternatively the information matrix can be computed as the outer product of the 
gradient vectors. If the log-likelihood function takes the form as in equation (9) then the 
log of each probability density is given by: 
 

( ) ( ) ( )2'
2 2

2

1| , , ln 2
2 2

t t
t

y
f y σ πσ

σ

−
= − −

x β
x β . (12) 

 
Differentiating equation (12) with respect to θ and evaluating at θ̂  gives: 
 

( ) ( )2

ˆ

| , ,ˆ tf y σ

=

∂
=

∂t

θ θ

x β
h θ

θ
 (13) 

 
where ( )th θ  is a ( )( 2) 1k + ×  vector of derivatives. The information matrix can then be 
constructed as: 

( ) ( ) '

1

ˆ ˆ .
T

OP t t
t

θ θ
=

⎡ ⎤ ⎡ ⎤ℑ = ⎣ ⎦ ⎣ ⎦∑ h h  (14) 

 
QMLE Covariance Matrix  
 
In instances where the underlying density function is mispecified the MLE covariance 
matrix is biased even though the estimated parameter vector θ̂  is consistent. In such 
cases, one can consistently compute the QMLE covariance matrix as: 
 

11
2 2 QMLE D OP D

−−⎡ ⎤Σ ≅ ℑ ℑ ℑ⎣ ⎦  (15) 
 
Hypothesis Testing 
 
In general, there are three approaches to testing a set of restrictions on the parameter 
vector θ̂  that include: the Wald test, the likelihood ratio test and the Lagrange multiplier 
test. Under the null hypothesis the three tests are asymptotically equivalent, although 
their small sample properties are unknown. In the following discussion we will denote 
the unrestricted ( )( 2) 1k + ×  parameter vector as θ̂  and the restricted ( )2 1k m⎡ ⎤+ − ×⎣ ⎦  

parameter vector asθ� , implying that there are m restrictions. 
 
Wald Test 
 
The Wald test involves estimating only the unrestricted model. Because the MLE 
estimates are consistent the estimated parameters will converge to their true values, so 
that when the restrictions tested are valid the difference between the estimated 
parameters and the restrictions will be close to zero. Consider a set of linear restrictions 
given by =Rθ q  where R  is of dimension ( )( )2m k× + , i.e. the number of rows is 
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given by the number of restrictions, and q  is an ( )1m×  vector of restrictions. The Wald 
test can be expressed as: 
 

( ) ( )

1' ' 2
ˆ

ˆ ˆ
statistic mMLE

Wald
θ

χ
−

⎡ ⎤⎡ ⎤ ⎡ ⎤= − −⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
Rθ q RΣ R Rθ q ∼  (16) 

 
where ( )ˆMLE θ

Σ  is the asymptotic covariance matrix of the estimated parameter vector 

1
ˆ

n×θ  as given in equation (10). The null hypothesis is rejected if the ( )
2

statistic mWald χ>  
critical value. 
 
There are two shortcomings of the Wald test. First, it is a test against the null hypothesis 
in which there is no specific formulation of the alternative hypothesis. Second, the Wald 
test is not invariant to the formulation of the restrictions (see Greene, 2003, p.488 for 
details). 
 
 
Likelihood Ratio Test  
 
Unlike the Wald test, the likelihood ratio test requires MLE estimates of both the 
restricted θ�  and the unrestricted θ̂  parameter vectors. The restricted vector can be 
obtained by keying in restrictions directly into the likelihood function and maximizing it 
with respect to the restricted parameters. The likelihood ratio test takes the following 
form: 
 

( ) ( ) ( )
2ˆ2statistic mLR L L χ⎡ ⎤= −⎣ ⎦θ θ� ∼  (17) 

 
The null hypothesis of m restrictions is rejected when ( )

2
statistic mLR χ>  critical value.  

 
Lagrange Multiplier Test 
 
In order to conduct a Lagrange multiplier test we need only to estimate the restricted 
model. The rationale behind this test is that if the restrictions are valid, then the slope of 
the maximised log-likelihood function should be close to zero. Thus, what is required is 
the gradient of the conditional (unrestricted) pdf evaluated at the restricted parameter 
vectorθ� : 
 

( ) ( )2| , ,
.tf y σ

=

∂
=

∂t

θ θ

x β
h θ

θ
�

�  (18) 

 
To make this operational we need to estimate the restricted model and then use the 
restricted estimates to evaluate the derivative of the likelihood function. The Lagrange 
Multiplier statistic takes the form: 
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( ) ( ) ( )

'
1 2

1 1

T T

statistic t t m
t t

LM χ−

= =

⎡ ⎤ ⎡ ⎤
= ℑ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦
∑ ∑h θ h θ� �� ∼  (19) 

 
where the information matrix ℑ� is also evaluated at the restricted values: 
 

( )2

 .
'

L

=

∂
ℑ = −

∂ ∂
θ θ

θ
θ θ �

�  (20) 

 
If the ( )

2
statistic mLM χ>  the null hypothesis of m restrictions is rejected.  

 
 
 
- 
- 
- 
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